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Language models (LMs) predict brain activity evoked by complex

language (e.g. listening a story) to an impressive degree
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Jain and Huth. Incorporating context into language encoding models for fMRI. (NeurIPS 2018)

Toneva and Wehbe. Interpreting and improving natural-language processing (in machines) with natural language-processing 

(in the brain). (NeurIPS 2019)

Brain alignment of a LM ⇒ Why do language models have better brain alignment? What are the reasons? 



Focusing on two research questions
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What are the reasons for this better brain alignment with language model representations? 

What types of information underlie the brain alignment of language models observed across brain 

regions? 



Subba Reddy Oota          Manish Gupta         Mariya Toneva

Joint processing of linguistic properties in brains and 

language models

What are the reasons behind better similarity 

between language models and brains?

BiologicalArtificial



Language models (LMs) are trained to predict missing words
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Language model

The quick brown fox [MASK]

jumps



Interpreting BERT and beyond

• Can we unveil the representations learned by BERT to 
linguistics structure?

• Understand the reason behind the success of BERT but also its 
limitations.

• Guide the design of improved architectures.
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Hierarchy of Linguistic Info - Setting

• Conneau et al., ACL’18 - Build diagnostic 
classifier to predict if a linguistic 
property is encoded in the given 
sentence representation.

• Features:
• Surface – Sentence Length, Word Content
• Syntactic – Bigram shift, Tree depth, Top 

constituent
• Semantic – Tense, Subject Number, Object 

Number, Coordination Inversion and 
Semantic Odd Man Out.

BERT layer

Simple 
classifier

predict 
sentence 

length

If the prediction 
accuracy is good, then 

the model might be 
capturing the sentence 

length feature
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Language models (LMs) are trained to predict missing words
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Language model

The quick brown fox [MASK]

jumps

BERT composes a hierarchy of linguistic signals ranging from surface to semantic features.

Surface Syntactic Semantic



The strongest alignment with high-level language brain 
regions has consistently been observed in middle layers

11

BERT XLM

Toneva et al. 2019 Caucheteux et al. 2022

Across several types of large NLP systems, best alignment with fMRI in middle layers



What are the reasons for this observed brain alignment?
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Investigate via a perturbation approach

fMRI

Linguistic 
property

Language 
model

Significant 
difference ⇒ Ling. prop. 

affects alignment

Residual =

Original encoding 
performance

Residual encoding 
performance

Naturalistic 
stimulus

This is Los Angeles. And 

it's the …



Brain Encoding Schema?
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Brain alignment – 4-fold Cross-Validation + Ridge regression
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(1) Narratives 21st 

year story

● 8267 words x 768 ⇒ LM 

representations

○ Downsample from word-

level representations to TR-

level (taken every 1.5s)

● 2226 fMRI time intervals x 768

○ Concatenate LM 

representations for previous 

8 TRs ⇒ fMRI response 

from brain activity peaks 

about 6 seconds after 

stimulus onset

● 2226 fMRI intervals x 81924 

voxels ⇒ fMRI predictions (same 

dimensions as actual brain 

activity)

● 18 participants

(2) Brain Alignment: Dataset 

Curation

(3) 4-fold Cross-

Validation



What are the reasons behind the success of LMs?
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Successful removal of linguistic properties from pretrained BERT

Surface Syntactic Semantic
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Does the removal of a linguistic property affects the alignment 
between a language model and the brain across all layers?
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Removal of each linguistic property leads to a 

significant decrease in brain alignment on 
average across layers. 

Result-1
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Removal of each linguistic property leads to a 

significant decrease in brain alignment on 
average across layers. 

Result-1

Greatest impact on brain alignment in 
the middle layers 



Greatest impact on brain alignment in 
the middle layers 
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Removal of each linguistic property leads to a 

significant decrease in brain alignment on 
average across layers. 

Result-1

Which linguistic properties have the most influence on the trend of brain alignment across BERT 

layers?
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Syntactic

Semantic

ROI-Level Analysis

Syntactic properties have the largest effect on the trend of brain alignment across model layers

Corrtask (∆ probing accuracytask , ∆ brain alignmenttask) 

Result-2



Qualitative Analysis: Effect of each linguistic property
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effect of surface property effect of syntactic property effect of semantic property



Conclusions for neuro-AI research field

1. AI-engineering: 
• guide linguistic feature selection, 
• facilitate improved transfer learning, 
• help in the development of cognitively plausible AI architectures

2. Computational modeling in Neuroscience
• enables cognitive neuroscientists to have more control over using language 

models as model organisms of language processing

3. Model interpretability
• the addition of linguistic features by our approach can further increase the 

model interpretability using brain signals (Toneva & Wehbe 2019)



Subba Reddy Oota          Emin Celik         Fatma Deniz         Mariya Toneva

Speech-based language models lack brain-relevant 

semantics

What types of information underlie the brain 

alignment of language models observed 

across brain regions? 

BiologicalArtificial



Text- vs. Speech-based language models
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Text- vs. Speech-based language models : brain alignment
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Datasets & Model

• Brain: fMRI recordings from Moth-Radio-Hour [Deniz et al. 2019]
• Reading & Listening to the same short stories
• N=6

• 3 text-based language models
• BERT-base
• GPT-2
• FLAN-T5

• 2 speech-based language models
• Wav2Vec2.0
• Whisper



How can we quantify model predictions within a voxelwise encoding 
model?

• To quantify model predictions within a voxelwise encoding model, we can compute variance:

• Estimate noise ceiling: 

• If we have data from multiple participants, we can predict the brain activity of one pariticipant using the 
data from remaining participants. 

• This can offer an upper bound for each voxel for a target participant, and it is related to a quantity called 
the noise ceiling estimate.

• Normalized predictivity: percent of explained variance (model predictions/noise ceiling estimate)



10 Stories - A

P
resen

t

10 Stories - B

P
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t

3737 TRs

X_train Y_train
Ridge 

Regression
Input Output

X_test Y_test

Pearson Correlation (R) = Corr(Y, W(X))

Estimate Noise Ceiling: shared info between participants 
(A&B)

291 TRs 291 TRs

11th Story - B 11th Story - A



Estimated Noise Ceiling



S08: Estimated Noise Ceiling (Reading vs. Listening)

Oota, Celik, Deniz & Toneva, 
[Under Review]

BLUE-AC and Orange-VC voxels are well predicted in estimated noise-ceiling.



Research questions

Oota, Celik, Deniz & Toneva, 
[Under Review]

1. Text-based language models are trained on written text
• Why they have impressive performance in early auditory cortex?





Low-level Stimulus Features

Visual 
Features

Speech 
Features

Textual 
Features

Letters
Num of Letters
Num of Words
Word Length STD

Phonemes
Num of 
Phonemes
Diphones
FBANK
MFCC
Mel-Spectrogram
PowSpec
Phonological
Articulation

Motion Energy



What are the reasons for this observed brain alignment?
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Investigate via a perturbation approach



Text vs. Speech-based language models & brain alignment

• Late language regions:  text-based language models have a very high brain alignment both during 

reading and listening

• Text-based language representations highly predict early visual and auditory areas. What types of 

information present in these model resulting in high brain alignment?

• Late language regions:  speech-based language models have a very high brain alignment both 

during reading and listening, but trails behind text-based models.

• Speech model representations highly predict early visual and auditory areas. What types of 

information present in these model resulting high brain alignment?



• Late language regions: 

• high brain alignment both during reading 

and listening

• Highly predict early visual and auditory 

areas. 

• Late language regions: 

• high brain alignment both during reading 

and listening, 

• but trails behind text-based models.

• Highly predict early visual and auditory 

areas. 



• Both models show high brain alignment with late language regions, but speech models 

trails behind text models

• Both models highly predict early visual and auditory regions.



Reading condition in early visual & late language regions

• Alignment of text-based language models with late language regions is not due to low-level stimulus features, 
suggesting this brain alignment is due to brain-relevant semantics.

• Alignment in the early visual regions is largely explained by low-level textual features

• Alignment of speech-based language models with late language regions is explained by low-level stimulus 
features, suggesting this brain alignment is not due to brain-relevant semantics.

• Alignment in the early visual regions is partially explained by low-level stimulus features



• Late language regions: alignment is not due to 
low-level stimulus features, suggesting this 
brain alignment is due to brain-relevant 
semantics.

• Early visual regions: alignment is largely 
explained by low-level textual features

• Late language regions: alignment is due to 
low-level stimulus features, suggesting this 
brain alignment is not due to brain-relevant 
semantics.

• Early visual regions: alignment is partially 
explained by low-level stimulus features



Listening condition in early auditory & late language regions

• Alignment of text-based language models with late language regions is not due to low-level stimulus features, 
suggesting this brain alignment is due to brain-relevant semantics.

• Alignment in the early auditory regions is largely explained by low-level textual features• Alignment of speech-based language models with late language regions is explained by low-level stimulus 
features, suggesting this brain alignment is not due to brain-relevant semantics.

• Alignment in the early auditory regions is partially explained by low-level stimulus features



• Late language regions alignment: 
• due to brain-relevant semantics, not 

simple low-level stimulus features

• Early auditory regions alignment: largely 
explained by low-level textual features

• Late language regions alignment: 
• due to low-level stimulus features, not 

brain-relevant semantics.

• Early auditory regions alignment: partially 
explained by low-level stimulus features



• Text models alignment with late language regions due to brain-relevant semantics, while 
speech models alignment due to low-level stimulus features.

• Text models alignment with early auditory regions mostly due to low-level textual features, 
while speech models alignment is only partially explained by these features.



Phonological properties account for most of the alignment 
between speech models and the human brain

Oota, Celik, Deniz & Toneva, 
[Under Review]



Text-based language models have more information shared with 
late language regions beyond number of letters feature.

Oota, Celik, Deniz & Toneva, 
[Under Review]



Conclusions for neuro-AI research field

Unexpected alignment of 
models with sensory 
regions corresponding to 
the incongruent modality 

Models align differently  
with their corresponding 
sensory regions, this variance 
is not explained by low-level 
stimulus features

Text- and speech-based 
models show substantial 
alignment with late 
language regions

The alignment of text models 

with auditory and

speech models with visual 

regions is entirely due to low-

level stimulus features

Text models: alignment with visual 

and auditory, entirely due to low-

level textual features

Speech models: greater alignment 

with auditory than visual, this 

difference cannot be entirely 

accounted by low-level stimulus 

features

The impact of low-level stimulus 

features:

text model alignment is marginal,

speech models alignment is 

entirely driven by low-level 

features



Conclusions for neuro-AI research field

The surprising 

alignment of models with 

incongruent modality 

sensory regions is driven 

by low-level features

Models show varying 

alignments with their 

corresponding 

sensory regions

The impact of low-level 

stimulus features:

text model alignment is 

marginal, speech models 

alignment is entirely driven 

by these features



Contributions and findings

• The unexpected alignment of models with sensory regions associated with the incongruent 

modality (i.e. text models with auditory regions and speech models with visual regions) is entirely 

due to low-level stimulus features

• Models exhibit varied alignment with the respective sensory regions, and this variance cannot be 

ascribed to low-level stimulus features alone

• While both text- and speech-based models show substantial alignment with late language regions, 

the impact of low-level stimulus features on text model alignment is marginal, whereas for speech-

based models, alignment is entirely driven by these low-level features
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