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What is fMRI?
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A listening task in the scanner

Narrative Story

fMRI Brain 
Activity

 https://www.biopac.com/events/fmri-psych/

https://www.biopac.com/events/fmri-psych/


Brain Encoding vs Decoding
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Yizhen Zhang, Kuan Han, Robert Worth & Zhongming Liu. "Connecting concepts in the brain by mapping cortical representations of semantic relations" Nature (2020).
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https://www.nature.com/articles/s41467-020-15804-w


Data-driven encoding models evaluate the relationships 
between brains and deep learning models
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Toneva, M., & Wehbe, L. (2019). Interpreting and improving natural-language processing (in machines) with natural language-processing (in the brain). Advances in Neural Information Processing Systems, 32.

https://proceedings.neurips.cc/paper/2019/file/749a8e6c231831ef7756db230b4359c8-Paper.pdf


Brain Encoding?
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Pearson Correlation (R) = Corr(Y, W(X))



Speech representation learning methods

Abdelrahman Mohamed, Hung-yi Lee. Self-Supervised Representation Learning for Speech Processing. Tutorial, ICASSP 2022.

https://docs.google.com/presentation/d/1oN0W-6e1tBFpmR_NXVwQRAkrP4d3h32G-T-W6geCXoM/edit?pli=1#slide=id.p


Limitations of Earlier Studies

• Speech stimuli have mostly been represented using encodings of text 
transcription.

• But, text transcription-based methods ignore the raw audio-sensory information 
completely.

• The best models of the auditory system are still either hand-engineered or 
supervised (i.e. used basic features like phoneme rate, the sum of squared FFT 
coefficients)



Self-Supervised speech models accurately predict brain 
activity
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Self-Supervised Speech Models
(Wav2Vec2.0, HuBERT, APC,…)

Vaidya, Aditya R., Shailee Jain, and Alexander G. Huth. "Self-supervised models of audio effectively explain human cortical responses to speech." ICML (2022).

Millet, Juliette, Charlotte Caucheteux, Pierre Orhan, Yves Boubenec, Alexandre Gramfort, Ewan Dunbar, Christophe Pallier, and Jean-Remi King. "Toward a realistic model of speech processing in the brain with self-supervised learning." arXiv preprint arXiv:2206.01685 (2022).

Greta Tuckute, Jenelle Feather, Dana Boebinger, and Josh H. McDermott. "Many but not all deep neural network audio models capture brain".

https://arxiv.org/pdf/2205.14252.pdf
https://arxiv.org/abs/2206.01685
https://www.biorxiv.org/content/10.1101/2022.09.06.506680v2.full.pdf


Key Contributions

• We perform an extensive study for brain encoding using DL-based speech models.

• We evaluate 30 speech models grouped into four types against a popular BOLD fMRI 
dataset (Moth-Radio-Hour).
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Abdelrahman Mohamed, Hung-yi Lee. Self-Supervised Representation Learning for Speech Processing. Tutorial, ICASSP 2022.

https://docs.google.com/presentation/d/1oN0W-6e1tBFpmR_NXVwQRAkrP4d3h32G-T-W6geCXoM/edit?pli=1#slide=id.p
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Listening data target: human brain recordings

• We use Moth-Radio-Hour 
story listening dataset: 
• 6 subjects,
• 27-stories
• 9737 TRs (TR: repetition 

time)
• Each TR is 2.0045 sec.
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Amanda LeBel, Lauren Wagner, Shailee Jain, Aneesh Adhikari-Desai, Bhavin Gupta, Allyson Morgenthal, Jerry Tang, Lixiang Xu, Alexander G. Huth "A natural language fMRI dataset for voxelwise encoding models" Nature (2022).

https://www.biorxiv.org/content/10.1101/2022.09.22.509104v1.full
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Model Encoding Performance (Data2Vec)



Model Encoding Performance

Tera Unispeech



Layer Selectivity



How do we assess models’ performance?



Model Size vs. PCC



Conclusion & Future Works

• We comprehensively evaluated different categories of encoding models to evaluate their efficacy in learning 
brain-like representations – 

• traditional DL and non-DL, 

• generative, 

• contrastive, and 

• predictive self-supervised (SS) models- to evaluate their efficacy in learning brain-

• Contrastive and predictive models encode the information better than the generative and the traditional 
low-level acous-tic baselines, and VGGish models.

• We plan to explore the effect of finetuning  these speech models (SUPERB benchmark) rather than using 
them in probe mode only. 

• Also, we plan to extend the experiments to multi-modal models that encode audio and text together
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