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What is fMRI?

https://www.biopac.com/events/fmri-psych/
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A language task in the scanner
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Brain Encoding vs Decoding

Haiguang Wen et al, 2017 3
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What is Brain Encoding?

Schrimpf et al. 2021 fMRI 4
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What is Brain Encoding?
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Most popular language models are Transformers
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Transformer language models
(BERT, XLM, GPT,…)

Vaswani et al. 2017



Pretrained language models accurately predict brain 
activity

Vaswani et al. 2017, Gauthier et al. 2019, Schrimpf et al. 2021
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Transformer language models
(BERT, XLM, GPT,…)



Can task-specific language models better predict 
fMRI brain activity?

Devlin et al. 2019



Can task-specific language models better predict 
fMRI brain activity?

Tasks
• Paraphrase
• Summrisation
• Question Answering
• Sentiment Analysis
• NER
• Word Sense Disambiguation
• Natural Language Inference
• Semantic Role Labeling
• Coreference Resolution
• Shallow Syntax
• Pretrained BERT

Devlin et al. 2019, Bowon et al. 2020

Syntactic



Task-specific Models (10) + Pretrained BERT

Common underlying model
Bert-base (768 dimension)



Can task-specific language models have similar 
predictive performance in reading and listening?



Can task-specific language models have similar 
predictive performance in reading and listening?



Reading data target: human brain recordings

Periera et al. 2018 fMRI

• We use Periera dataset
• reading sentences
• 5 subjects
• 627 sentences 

(experiment 2 + 3)

Example: ''A clarinet is a woodwind 
musical instrument''
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Listening data target: human brain recordings

Nastase et al. 2021 fMRI

• We use Pieman story 
listening: 
• 82 subjects,
• 282 TRs (repetition time)
• here it is 1.5 sec.

Example: ''I began my illustrious 
carrier in journalism…''
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Evaluation Metrics: 2V2 and Pearson

2V2 Accuracy
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Cosine distance

Toneva et al. NeurIPS-2020  



Encoding Performance (Reading)
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Which language sub regions have higher predicitivity?

Corefernce Resolution Task

Posterior 
Temporal

Middle 
Temporal

Inferior 
Frontal

Medial 
Middle 
Frontal



Encoding Performance (Listening)
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Task Similarity - Reading

Correlation between brain activity 
predicted with Summarization task 

and Paraphrase detection task

CR with NER, and CR 
with SS have high 
similarity match.



Task Similarity - Listening

Correlation between brain activity 
predicted with Summarization task 

and Paraphrase detection task

NLI with CR, and NLI 
with SA have high 
similarity match.



Reading Task: Dendrogram

Similarity matrix with 
task-specific stimulus 

representations.

Similarity matrix with 
task-specific predicted 

brain activity.



Listening Task: Dendrogram

Similarity matrix with 
task-specific stimulus 

representations.

Similarity matrix with 
task-specific predicted 

brain activity.



Brain Maps (Reading)
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Brain Maps (Reading)



Brain Maps (Listening)
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Brain Maps (Listening)



Limitations & Future Works

• We leveraged models finetuned using datasets of different sizes 
across tasks.

• While a fair comparison of dataset sizes across tasks is impossible, 
• we understand that this could have resulted in some bias in our results.

• The differences in task-specific model performances across reading 
and listening are mainly due to the learned stimulus representations,
• other factors such as experimental conditions, the text domain of the stimuli 

or number of voxels also effect the model performance.
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